**Introduction**

The rapid and accurate identification of microbial communities is a crucial tool in many different fields. In medicine, there is a need for metagenomic identification pipelines to detect novel viruses that could be transmitted via blood transfusion (Sauvage & Eloit 2016). New clinical diagnosis tools also utilize metagenomics to help detect diseases (Govender et al. 2021). In public health, COVID-19 tests have been performed using metagenomic identification workflows (Carbo et al. 2020). Food safety has begun to rely on these techniques too, utilizing them to ensure the quality of various products (Billington et al. 2022). Regardless of the context, it is clear that timely and precise metagenomic identification pipelines would be an advantage to these varied applications. While such workflows may consist of many parts, like quality control, assemblers, classifiers, and data visualization, it is the classifiers that perform taxonomic classification and determine which species are present in a particular sample.

           Initially, most metagenomic classification was accomplished with markers (Ye et al. 2019). Marker-based analysis, sometimes referred to as 16S or DNA barcoding, relies on sequencing and comparing highly conserved DNA barcode genes to identify the species present in a sample (Jovel et al. 2016, Badotti et al. 2017, Edgar 2018). For prokaryotes, the most commonly used gene is 16S, but other types of organisms like fungi or eukaryotes use ITS (Ye et al. 2019, Badotti et al. 2017). While marker-based techniques can be useful to quickly determine what species are present in a sample, their abundance estimates can be biased if the organisms present possess differing concentrations of the barcode genes (Edgar 2018, Wang et al. 2015). This makes it more challenging to accurately assess the exact composition of a large, diverse community. However, promising full-genome approaches have been developed that help eliminate this bias, making them the new go-to tool for metagenomic classification.

           Over the past few years, whole-metagenomic shotgun techniques have become more dominant (Ye et al. 2019). Shotgun analysis relies on the full sequencing of everything present in a sample, then comparing it to a vast genome or protein library to identify which species are present (Jovel et al. 2016, Wang et al. 2015). Most shotgun classification is strictly DNA-based, which means that identification is completed by matching sample sequence nucleotides against genome libraries, similar to NCBI’s BLASTn tool (Ye et al. 2019, Jovel et al. 2016). However, there are also protein-based tools, which instead rely on extensive protein libraries and translate sample sequences into amino acids for comparison, similar to NCBI’s BLASTx tool (Ye et al. 2019). Although shown to be more sensitive than the typical DNA-based approaches, protein-based classification has been found to be more computationally intensive, as it must consider all six potential reading frames of a given sequence (Ye et al. 2019). Such techniques are best used in specific circumstances where high precision is a necessity, such as to distinguish the difference between variants of the same sequence.

           DNA-based shotgun classification can be performed on either short-read or long-read sequence data (Pearman et al. 2020). The more common method is short-read data, as long-read data has been historically associated with higher error rates (Portik et al. 2022). However, with recent technological developments like the advent of “third generation” sequencing, the length and quality of long-read data has substantially improved, making it a more promising alternative (Pearman et al. 2020, Portik et al. 2022). Although long-read data is still prone to more errors than short-read data, the advantage of longer sequences for classification is evidenced by their superior accuracy, matching that of protein-based shotgun techniques (Ye et al. 2019, Pearman et al. 2020, Portik et al. 2022). In general, long-read classification software takes more time to run and is more resource intensive than short-read, but this difference seems to be shrinking (Ye et al. 2019). Most classification software is tailored specifically for either short-read or long-read data, so it is important to note what a particular program prefers.

           Raw sequence data is often fed directly into a classification program, but this is not a required procedure. To help aid with identification, short-read sequences can first be assembled into longer contigs by matching up their overlapping regions (Huang 1992). Recent research has shown that feeding these longer, assembled contigs into classifiers significantly improves identification accuracy, making it a viable solution to enhance short-read data when long-read techniques cannot be utilized (Tran & Phan 2020). This process of contig classification enables short-read data to potentially reach the accuracy of long-read data without relying on more expensive sequencing techniques (Tran & Phan 2020). It should therefore be possible to combine assemblers and classifiers into a metagenomic identification pipeline for short-read data that can complete with long-read techniques.

The central objective of this project is to explore DNA-based shotgun classification techniques and determine which tools are the most accurate, to facilitate the creation of a commercially-scalable end-to-end metagenomic identification pipeline for CIAN Diagnostics. I hypothesize that long-read classification will prove the most accurate, as they are at the forefront of recent developments. Contig classification will probably be a close second, as this method has been shown to enhance the performance of standard short-read classification. I anticipate that short-read classification will have the worst performance, on account of the other techniques having been developed to be superior. It serves almost as a baseline. Different software will be utilized for contig and short-read classification to enable a broader comparison. Performance metrics such as precision, accuracy, F1 score, F0.5 score, and abundance estimates will be analyzed to enable comparison. Higher performance metric scores shall indicate whether a certain method or tool is superior to another. My hypothesis will be evaluated based on a comparison of these performance metrics.

**Specific Aims**

The first specific aim of this proposal is to determine whether a raw long-read, contig, or raw short-read classification approach is most accurate. This will be accomplished with assembled contigs from a colleague and raw read data provided by CIAN Diagnostics. Contigs are expected to be in a FASTA format and raw reads in FASTQ. Data will be run through four selected classifiers, all of which accept either format and produce a CSV of identification results (Wood 2020, Kim 2021, Marcelino 2022, BugSeq 2023). Because the true composition of each dataset is known, accuracy can be gauged by comparing performance metrics like precision, accuracy, and abundance. F1 and F0.5 scores, comparative metrics calculated from the aforementioned precision and accuracy, may also be used. Although most classifier review papers rely on raw reads, past research has shown that assemblers are an effective way to improve classifier performance (Tran & Phan 2020). I expect raw long-reads to be superior, if only marginally, as this is the direction in which most recent research has been trending. Raw short-reads, although anticipated to perform the worst, are included as a baseline against which to judge the other approaches. To keep things simple, only DNA-based classifiers have been considered for this study. It should be noted, however, that protein-based classifiers are a promising alternative (Ye et al. 2019). MMseqs2, a protein-based classifier, has proved to be quite accurate, though it does have comparatively demanding requirements (Mirdita et al. 2021). In the event that something goes wrong with the DNA-based approach or one wishes to explore further, this would be a valuable avenue to investigate.

The second specific aim is to determine which selected classifier tools perform the best: Kraken 2, CCMetagen, Centrifuge, or BugSeq. This is also to be accomplished via a comparison of the performance metrics, such as F1 score and abundance. Raw short-reads will be run through Kraken 2, CC Metagen, and Centrifuge, while raw long-reads go through BugSeq. Contigs can be tested with all four classifiers. Since Kraken 2 and Centrifuge are widely utilized as benchmarks, Kraken 2 for being ultra-fast and Centrifuge for being able to run on a desktop computer, they seemed like obvious choices to include (Wood & Salzberg 2014, Kim et al. 2016). CCMetagen is a more recent tool that aims to enhance the identification of eukaryotic and fungal species without significantly compromising the identification of prokaryotic ones (Marcelino et al. 2020). Although it claims to be superior to Kraken 2 and Centrifuge, I will determine whether that holds true within the context of this study (Marcelino et al. 2020). BugSeq is a new cloud-based tool for long-read classification that is remarkably simple to use and excels at species-level classification with highly-accurate data (Fan et al. 2021, Portik et al. 2022). I anticipate that BugSeq will perform the best, followed by CCMetagen, Kraken 2, and Centrifuge. Other classifiers are available for both short-read and long-read classification, such as CLARK, ProPhyle, and MEGAN-LR (Ounit et al. 2015, Brinda et al. 2017, Huson et al. 2018). In the event that the selected tools do not work as hoped, these may be viable substitutes.

The third specific aim is to determine how results are affected with or without a quality control step. FastQC is the quality control tool of choice. It takes a FASTQ input and produces a ZIP with the relevant analysis data (Andrews 2019). This is a relatively popular tool that I have some limited experience with, so it seemed like a good choice for this project (Sprang et al. 2021). While it stands to reason that quality-controlled data will perform better across the board, there is still value in assessing the discrepancy. Some tools may do particularly poorly with bad data, while others less so. Noting such details may assist researchers in choosing the programs that will work best with the data they have. I anticipate that the quality-controlled data will perform better by a large margin, on account of how crucial this step is always hailed. Another popular quality control tool is FastP (Sprang et al. 2021). In the event that something goes wrong with FastQC, it would be a good alternative.

As a whole, I anticipate that the long-read classification with BugSeq will have the best accuracy, followed by contig classification with CCMetagen. The F1 scores and abundance ratios should reflect this or the hypothesis will be rejected. There are numerous alternative programs that can be used in place of the ones I have selected. CLARK and ProPhyle are potential alternatives for Kraken 2 and Centrifuge respectively (Ye et al. 2019). CLARK was designed to compete with Kraken, and ProPhyle can run on a desktop similar to Centrifuge (Ounit et al. 2015, Brinda et al. 2017). MEGAN-LR could work in place of BugSeq, as it is also designed specifically for long-read classification (Huson et al. 2018). A protein-based approach could also be adopted too, ideally with MMseqs2 (Mirdita et al. 2021). For quality control alternatives, FastP is another popular tool that could be utilized (Sprang et al. 2021). I anticipate that the project will work as intended, but it is reassuring to have viable alternative tools at our disposal.
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